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OIL SPILL MONITORING

INTRODUCTION

An oil spill is the release of a
liguid petroleum hydrocarbon into
the environment, especially
marine areas, due to human acti-
vity, and is a form of pollution.
An effective oil spill surveillance
using active radar techniques is
based on a correct discrimination
between oil spills and look-alikes
(natural phenomena that may
cause a reduction of the radar
backscattering and hence may
appear as dark areas).

TECHNIQUE

After a first preprocessing step

the user has to select a region
of interest inside the image con-
taining an oil spill candidate .
Setting a threshold on the
backscattering coefficient, the
dark spot is highlighted and auto-
matically segmented

An automatic algorithm extracts
a set of features , divided into
Ceometric (Area, Perimeter, Com-
plexity and Spreading factor) and
Radiometric (Object Standard De-
viation, Background Standard De-
viation, Maximun and Mean Con-
strast) ones.
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The increased amount of Synthetic
Aperture Radar (SAR) images acqui-
red over the ocean represents an ex-
traordinary potential for improving
oil spill detection activities. To this
purpose, the use of artificial Neural
Networks (NN) has already been de-
monstrated to be profitable

Neural Networks are widely used in
inversion and classification pro-
blems, as they do not require the
knowledge of the modeling process,
therefore being appropriate for
noisy data classification problems.

OIL SPILL The vector of features s
passed as input to an Multi
Layer Perceptron Neural
Network =, trained using a
Backpropagation Algorithm.
The Network Output repre-
sents the probability of the
object being an oil spill

LOOK-ALIKE

CONCLUSIONS

The potentialities of X-band SAR data
and NN algorithms for oil spill detection
have been presented. The NNs have been
trained with examples of both certified oil
spills and well known look-alikes. Valida-
tion sets were employed to check the ro-
bustness of the classification algorithm.
The networks were able to correctly reco-
onise around 85% of validation examples.
Additional informations about the border
ogradient of the dark object and the wind
fields estimation should be taken into ac-
count in the future work in order to im-
prove the overall performances.

ACKNOWLEDGEMENT

The research has been partially carried out within the framework of
ASI| contract L/o20/09/0. COSMO-SkyMed data provided by AS|
project 1483,

The TerraSAR-X data are provided by DLR over the science AOQ
OCE1045 (PI: Domenico Velotto; Sector: Oceanography).

W.Alpers, H.Huhnerfuss, Radar signatures of oil films floating on the sea surface and the Marangoni effect.
Journal of Geophysical Research, 93, 3642 3648, April 15, 1988.

P.Trivero, B.Fiscella, F.Gomez and P. Pavese, SAR detection and characterization of sea surface slicks. Int. J.
Remote Sensing, 1998, vol. 19, no. 3, 543 548.

W.Alpers, H.Huhnerfuss, The Damping of Ocean Waves by Surface Films: A New Look at an Old Problem. Journal
of Geophysical Research, vol. 94, NO. C5, pages 6251-6265, MAY 15,1989.

F.Del Frate, A.Petrocchi, J.Lichtenegger, G.Calabresi, Neural Networks for Qil Spill Detection Using ERS-SAR
Data. IEEE Trans. Geoscience and Remote Sensing, val.38, no.5,pp.2282-2287,2000.

T.Fritz, M.Eineder, J.Mittermoyer, B.Scattler, W.Balzer, S.Buckreuss, R.Werninghaus, TerraSAR-X Ground
Segment Basic Products Specification Document . Issue 1.5, 2008.

I.T.Jollife, Principal Component Analysis. New York, Springer-Verlag,1986.

I.A. Basheer, M. Hajmeer, Artificial neural networks: fundamentals, computing, design, and application. Journal
of Microbiological Methods 43 (2000) 331.

I.Fischer, F.Hennecke, C.Bannes, A.Zell, Java Neural Network Simulator. Wilhelm-Schickard-Institute for Compu-
ter Science, Department of Computer Architecture, University of Tubingen.

/////7/7/7/7/7/7/77/77/7///////////////////”/”///////////[// /[ S S S S S S S S S S S S S S S S S S S S S S s



